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Greedy algorithms for:
 the k-Center problem
 the metric TSP problem

’

Christofides-Serdyukov approximation algorithm for metric TSP




k-Center problem

J Given a complete undirected graph on n vertices with lengths on edges

d Length of edge {u, v}is #(u,v) foru # v v
 Lengths satisfy triangle inequality: / \
Jd Foru,v,w € [n],itholdsthat(u,v) + (v,w) = £(u,w) e ﬁ\N

J



k-Center problem ) (am‘%y MO Sy
7 \7/V\( Ve cas

J Given a complete undirected graph on n vertices with lengths on edges ?
d Length of edge {u, v}is#(u,v) foru # v \

 Lengths satisfy triangle inequality: O{éy@jf
Jd Foru,v,w € [n],itholdsthat(u,v) + (v,w) = £(u,w)

[ Foravertexu andsetS € [n]of vertices, thedistanceofutoSis 5

f(u,S) = min ?(u, v)

1 Goal: Output a set S of k “centers” such that max] £(u,S) is minimized
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Algorithm @

 Pickan arbitrary vertex v € [n]and § « {v}
d while |S]| £ k:

1 Pick the vertex w € [n] that maximizes £(w, S)
dS «Sui{w}

J Output S S
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 Pickan arbitrary vertex v € [n]and § « {v}
4 while |S| < k:

Ouy satuhow
U Pickthe verte@hat maximizes€(w, S) “
QS <Su{w} /%@5 Lodiuy < 29

J Output S

This greedy algorithm gives a 2-
approximation for the k-center problem.



Analysis

J Letug, ..., Uy, be an optimal solution to the problem
L These centers partition [n] into k clusters Vl, Vk
#
 Let optimal radius be r* K
d Letuy, ..., Uy be the centers picked by the greedy
 If there is one greedy-center pgr optimal cluster, then
In each O Honal C\ ustey

o cov ey < 99
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 Itis NP-hard to approximate within a factor better than 2 @
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O Reduction from d t t problem: G hGanda . Vere
eduction from dominating set problem: Givena grapn G anda - V& Las

parameter k, is there a dominating setin G of sizeat mostk ¢
— ¢ Sew yby i

N G S
J Construct a complete graph with weight 1 for edges and weight 2 for
nonedges n (5

 If we can approximate k-center in this graph to a factor of p < 2, then we
can solve the dominating set problem exad[ﬁ(
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Metric Travelling Salesman Problem (TSP)

d Given a complete undirected graph on n vertices with costs on edges
1 Costof edge {u, v}is€(u,v) foru # v

 Costs satisfy triangle inequality:
d Foru,v,w € [n],itholdsthat(u,v) + (v,w) = £(u,w)
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Metric Travelling Salesman Problem (TSP)

J Given a complete undirected graph on n vertices with costs on edges
1 Costof edge {u, v}is€(u,v) foru # v

 Costs satisfy triangle inequality:
d Foru,v,w € [n],itholdsthat(u,v) + (v,w) = £(u,w)

J Goal: Find a tour of minimum total cost that visits every vertex exactly
once and returns to the starting vertex




L Whatis the state of the art?

. L 123
J NP hard to approximate within afactorofE =1-00%

[Karpinski, Lampis, Schmied ‘5]
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[Karlin, Klein, Oveis Charan 21]
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 First result: 2-factor approximation for metric TSP

Creedy algorithm

[ Start with a least cost edge #(i, j), setS « {i,j}and
letthetourbei = j =i

L whil n

crossmgthe cut (§,V\S5)
d Modify the tourtovisitvandaddvto S
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Why is this a 2-approximation algorithm?

 Selecting the cut-edges in each iteration is identical to tha
algorithm

{:I Consider a different walk vvhose total costis an upper bound on the cost

of the tour output by th







J Cost of new walk = 2 - cost of Min Spanning Tree (MST) /

Y
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ot
 Cost of any MST < Cost of optimal TSP =0OPT

J Cost of tour output by greedy < Cost of new walk

=2 -Costof MST < 2 -OPT
-



 Improving the approximation factor: A perspective change

J Whatis the algorithm doing?

d Compute an MST of the graph

J Replace each edge in MST with two copies of itself
 Find a Eulerian tour on this graph

J Use shortcuts to avoid revisiting vertices

J Can we modify the MST to be Eulerian without doubling its cost?



J Main problem: Odd degree vertices in the MSTT

J We wantall vertices to have even degree to have a Eulerian tour

J But there are an even number of odd degree vertices in any graph

edges of the matchingto T

 Pick the min cost matching M
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L Total cost of a Eulerian tour is :ﬁ?Cost of M + Costof T
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d Idea: Find a perfect matching among odd degree vertices O and.add the



1 Claim: Cost oj@\(\/l <OPT/2
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J Consider a TSP restricted to the odd degree vertices O
Fou ) Y
J The cost of such aTSP s at mostOPT Ak |
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 If we pick alternate edges in stich a tour, we get a perfect matching @)C @
J One of the two matchings has cost at most OPT /2

Y fect Yo on O
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J Whatabout general TSP?
b ﬁ
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JEvena 0(2™)-factor approximation algorithm will imply P= NP
 Proof?
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